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1 INTRODUCTION
Homograph attacks often involve subtle modifications, such as al-
tering individual characters in the domain name. By creating these
deceptive domain names, scammers exploit unknowing users via
email and various other communication methods. Homographs
have posed a significant challenge, as evidenced by the registra-
tion of over 1,516 deceptive domain names in 2018, mimicking the
top 1,000 Alexa-ranked brands [5]. We aim to tackle the issue of
homograph attacks on internationalized domain names through
a Machine Learning approach, specifically by analyzing two de-
cision tree algorithms and using the Python library decision tree
algorithm as a benchmark for comparison. This will allow us to
evaluate the effectiveness of different decision tree algorithms in
detecting homograph attacks, and optimize our approach for the
highest possible accuracy. Our ultimate goal is to enhance the se-
curity of internationalized domain names and protect users from
potential threats.

2 RELATEDWORK
When researching the homograph attack detection problem, our
team found a few studies to be helpful in determining our project.
The first paper is about a homograph detection study that uses
optical character recognition (OCR) to determine if a domain is
malicious [4]. This article explains the issue of having malicious
domains with characters that are visually identical to the correct
character. This is a basis for our project on detecting malicious
domains. Another study we examined did a comparison of binary
classification models. This study cited the decision trees as having
the highest classification accuracy, as well as being a very flexible
model [1]. When deciding onwhat decision trees to study, we used a
paper giving descriptions on three popular decision tree algorithms
[3]. We used another paper to have an understanding of entropy,
information gain, and their relationship with decision trees [2].
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3 METHOD
Our project methods were based on two decision tree algorithms:
the Iterative Dichotomiser 3 (ID3) algorithm and the Classification
and Regression Tree (CART) algorithm. Our final project involves
applying binary classification to two separate models using these
algorithms. Additionally, we focused on creating data categories
based on features that we observed from the valid and invalid
domains in our dataset. The next sections describe how each part
of the project was implemented, as well as the methodology behind
the design choices. To effectively demonstrate and utilize these
methods, we developed an interactive website. This platform serves
as both a practical tool for real-time domain validity checks and
a demonstration of our system’s capabilities. It allows users to
directly interact with our machine learning models by submitting
domains for validation. Users can then view the classification results
and receive explanations based on the model’s decision-making
process. This real-time application not only showcases our project’s
practical impact but also enhances our dataset with fresh examples
that help to continually refine our models.

3.1 Data Collection and Parsing
We sourced our data from two key resources: the “List of Top 1
Million Domains” provided by Mozilla and the “List of Malicious
Domains” supplied by Cert Poland. This data was instrumental in
establishing the foundation for our supervised learning approach.
In this context, ‘X’ represents the relevant features extracted from
each domain, while ‘y’ denotes the validity of each domain name,
indicating whether it is a legitimate domain or a homograph. Addi-
tionally, our website contributes to ongoing data collection efforts
by logging user queries. When a user submits a domain through the
website, it not only returns a prediction but also captures this input
for future analysis. This mechanism enriches our dataset with real-
world examples, continuously enhancing the model’s robustness
and accuracy.

3.2 Feature Extraction
To improve our algorithm accuracy, wewanted to extract a couple of
features from the domain names. For feature extraction, we analyze
each domain name to identify characteristics that are indicative of
legitimate or malicious intent. Our features included:

• Domain Length: The total number of characters in the
domain. Longer or unusually short domains can be indicative
of malicious intent.

• Character Count: The count of alphabetical characters in
the domain name before the top-level domain (TLD). Non-
standard character distributions can suggest a homograph
attack.
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• Digit Count: The number of digits in the domain name
before the TLD. Many legitimate domains do not include
digits, whereas malicious domains might use them to mimic
other domains.

• Non-ASCII Character Count: Counts the characters that
are not part of the standard ASCII set, which are often used
in Internationalized Domain Names (IDNs) that can be ex-
ploited in homograph attacks.

• Domain Hash: A hash value of the domain name before the
TLD. This feature helps in reducing the dimensionality of
the domain string for the model and captures the uniqueness
of each domain.

• TLD Hash: A hash value of the top-level domain. Since
certain malicious campaigns might prefer specific TLDs,
hashing the TLD allows for a uniform representation in the
model’s feature set.

For the hashing process, we use the SHA-256 algorithm, truncat-
ing the result to the first 16 hexadecimal characters to maintain a
balance between collision resistance and computational efficiency.
These features are then passed to the classifier algorithms within
our system, enabling effective learning and prediction of domain
validity. This transformation allowed us to convert these categor-
ical features into a format that could be effectively processed by
our algorithms. These features are selected because they are likely
to reveal patterns that differentiate genuine domains from their
homographed counterparts. Once the features are extracted, they
will be passed to all the algorithms.

3.3 Implementing the ID3 Algorithm
Our team implemented the ID3 algorithm with our own python
code. The ID3 algorithm has threemain steps. The first is to compare
the entropy of the entire dataset to the entropy of each category.
The entropy is calculated using the following equation:

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =
∑
𝑖 𝑙𝑜𝑔2 (𝑝𝑖 )

Note that 𝑝𝑖 is the probability of a given classification. Then we
calculate the information gain of each category split, and choose to
split the category with the highest information gain. The informa-
tion gain is calculated using the following equation:

𝐼𝐺 = 𝐸 (𝐷) − 𝐸 (𝑐𝑖 )

Note that 𝐸 (𝐷) represents the entropy of the data set before the
category split, and 𝐸 (𝑐𝑖 ) represents the entropy after the category
split. The last step is to recursively split the data by category until
all of the data points are classified. Because of the nature of the
ID3 algorithm, the splits on each run of the recursive algorithm
iterations can only be a binary split. Because some of the data fea-
tures were not binary, we had to preprocess the data to make extra
"features" that represented a range of the data values. For example,
in the domain length category the postprocessed category would
be a set of three new binary categories that represented the three
ranges of 0-6 characters, 7-18 characters and 18+ characters. For
each input, only one of these new categories would have a value of
1 while the rest would have a value of 0.

3.4 Implementing the CART Algorithm
Our team implemented the CART algorithm by using the built in
algorithm in the sci-kit library. The CART algorithm has four main
steps. The first is to calculate the Gini impurity. This is a value that
represents the probability of miss-classifying a random input. The
Gini impurity is calculated using the following equation:

𝐺𝑖𝑛𝑖 (𝑡) = 1 −∑2
𝑖=1 𝑃 (𝑖 |𝑡)2

Note that 𝑃 (𝑖 |𝑡) represents the ratio of the class at the "ith" node.
The next step is to find the best split points that reduce the Gini
impurity. Lastly, this process is repeated until it reaches a maximum
tree depth that was previously specified.

3.5 Website
The project’s web platform, accessible athttps://homographdetector.
pro/, is an integral part of our approach to detecting homograph
attacks. Designed using the Flask framework, the website provides
a user-friendly interface where individuals can test the validity
of domain names in real-time. This section elaborates on the key
features and functionalities of the website, which enhance the ac-
cessibility and practical application of our research. The website
comprises several pages, each serving a distinct function:

Home Page: The landing page introduces the core feature of the
website. This interactive form allows users to input a domain name,
which is then processed by our back-end to determine its valid-
ity. The results, along with a detailed breakdown of the domain’s
features and the model’s decision, are displayed.

Figure 1: Home Page of the Website

Valid Result: This screenshot shows the result page for a valid
domain check. The user has entered “google.com,” which the sys-
tem has confirmed as a valid domain with a 90 percent accuracy
rating. The page details various domain attributes such as charac-
ter count, the presence of non-ASCII characters, and digit count,
complemented by the top-level domain. A prominent feature is the
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accuracy meter, which visually underscores the confidence level of
the validation.

Figure 2: User enters domain: google.com

Invalid Result: This screenshot illustrates the result page for an
invalid domain check. The user has entered “google.com,” with
the first “o” replaced by a 𝜎 , which the system has flagged as an
invalid domain with a 90 percent accuracy rating. This alteration,
notably due to the presence of non-ASCII characters, suggests a
potential homograph attack. The page provides details on domain
attributes such as character count, non-ASCII character presence,
and top-level domain. Similarly, the accuracy meter is prominently
displayed, visually reinforcing the validation’s high confidence level
and highlighting the domain’s potential risks.

Figure 3: User enters domain: g𝜎ogle.com

When a domain is submitted through the "Home Page", the Flask
application captures the input and processes it through our machine
learning models. The models, implemented as described in the ear-
lier sections, utilize features extracted from the domain to classify it
as either valid or potentially malicious. The results, which include

the classification outcome and the confidence score, are then dis-
played to the user. Each query not only serves the immediate need
of the user but also logs data that contributes to the continuous
improvement of our models. By capturing new domain examples
through user interactions, we enrich our dataset, which is essential
for adapting and refining our models to handle new and evolving
types of homograph attacks effectively. Our website also features
two informative pages: the "About Us" page and the "How It Works"
page. The "About Us" page offers background information about our
team, the goals of the project, and the methodologies we employ.
Conversely, the "How ItWorks" page provides detailed explanations
of the underlying technology, algorithms, and data processing steps,
serving to educate users on how domain validation is conducted.

4 RESULTS AND EVALUATION
In our study, we compared the performance of two decision tree al-
gorithms: ID3 and CART. For benchmarking purposes, we also used
a Python library decision tree algorithm, which had an accuracy of
around 90 percent. When observing the final accuracy of the ID3
and CART algorithms, we found that the CART algorithm had a
better accuracy than the ID3 algorithm. The CART accuracy was
roughly around 90 percent, matching the benchmark, while the ID3
algorithm had an accuracy of roughly 75 percent. We found that
the reason for this discrepancy had to do with how each algorithm
split the data. Because the ID3 algorithm used information gain,
which is based on the features of the data, the decision tree was
overfitting to the training data. The final model would only classify
valid domains that had the same number value feature as one of the
valid features in the training data set. It had trouble generalizing
to a range of values that were close to the input data. This is likely
due to how we preprocessed the data into a binary format for the
ID3 algorithm. In contrast, the CART algorithm did not have this
overfitting problem because it can handle the range of data values
with the Gini impurity splitting. When observing the testing on
cases with visually identical characters, the CART algorithm accu-
rately identified the difference between the safe domains and the
malicious domains, which is an important improvement in modern
homograph attack detection efforts.

5 CONCLUSION AND FUTUREWORK
In conclusion, our project has successfully demonstrated the poten-
tial of using machine learning algorithms to identify and prevent
homograph attacks through domain validation. By employing the
ID3 and CART decision tree algorithms, we have established a ro-
bust system that enhances the security of domain names. The CART
algorithm, in particular, has shown promising results in terms of
accuracy and its ability to handle diverse data inputs, including
those with a variety of Unicode characters. Moving forward, we
plan to enrich our dataset by including more examples of valid
and invalid domains that predominantly contain Unicode charac-
ters. This addition will better depict real-world scenarios and help
in refining our models’ accuracy and generalizability. To further
improve our system’s prediction capabilities, we will explore ad-
vanced feature engineering techniques and integrate additional
classification models. New features such as the frequency of charac-
ter repetition, the ratio of numeric to alphabetic characters, and the
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use of top-level domain-specific frequencies could provide deeper
insights into domain validity. Currently, our project utilizes two
separate CSV files, "valid-domains.csv" and "invalid-domains.csv",
for reading and writing domain data. Transitioning from this setup
to a dynamic database will enhance data management efficiency
and scalability, facilitating more effective data retrieval and ongo-
ing system training. Moreover, the incorporation of a web scraping
tool specifically designed for the Chrome browser will allow us to
automate the collection of domain data from various online sources,
thereby continually enriching our dataset and keeping our system
updated with the latest trends in domain usage and abuse. These
enhancements will contribute significantly to the ongoing improve-
ment of our project, making it a highly accurate tool for combating
cybersecurity threats associated with IDN homograph attacks and
thus ensuring a safer digital environment for users worldwide.
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